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cloning to reproductive cloning was not a
sufficient moral argument to restrict human
ES research, Fost noted.

Elaborating on Fost’s comments, Shapiro
stressed that it is scientists who must
ultimately decide on the ethical use 

of their innovations. “Ethical issues will
always accompany science,” he said, add-
ing that making public policy on such
charged issues in a liberal democracy is by
definition fraught with difficulties. First,
there is the right of the individual to pursue
his or her own life, goals and, in the case of
a scientist, his or her chosen research direc-
tion. “But in such a society of moral plural-
ism, where citizens are free to follow their
own conscience, no one can occupy the
moral high ground alone,” Shapiro stated.
The task of a liberal democracy is to use the
political framework to bind citizens with
differing beliefs together. The government
clearly has a legitimate right to act in the ES
cell area, but how does one set public poli-
cy that is based on the majority but respects
other beliefs about such sensitive issues?
While polls indicate that the majority of 
US citizens support ES research, the con-
cerns of the minority, whose consciences
are deeply offended due to a belief that the
embryo has a moral status equal to any
other person, must also be taken into ac-
count. Add this to changing political winds,
and the present situation in the USA is the
result. “We have never found a ground of
discussion on these issues, unlike the UK,”
said Shapiro.

Another problem unique to the USA in
developing a cogent public policy for stem
cell and cloning research is the impact com-
mercial and market incentives have in bio-
medical research, said Shapiro. “Market
solutions don’t necessarily lead to just solu-
tions,” he observed. Both Fost and Shapiro
expressed optimism for the future, however,
citing the historical US opposition to IVF.
Some were opposed on the basis of fear of
the unknown, and some on the basis of
moral repulsion. Within a quarter century of
the first IVF birth, public opinion has
changed radically. Fost and Shapiro believe
that, over time, public opinion on stem cell
research and cloning will follow a similar
trajectory as the benefits become apparent.
No doubt all those at ICE would like to
believe that, too.

Vicki Brower
DOI: 10.1038/embor718

On 28 February 2003 the scientific
world will celebrate a very special
anniversary. It was on this day fifty

years ago that James Watson and Francis
Crick discovered the structure of DNA —
the very essence of life itself. Since then,
research into DNA has given biologists a
great understanding of life, and has also
allowed them to create innumerable useful
tools that have wide-ranging applications
for both science and society. However, it
was not until the early 1990s that
researchers started exploring the possibility
of utilising DNA’s ability to store and
process information outside the realms of

biology. In 1994, an US proof-of-principle
study showed that DNA could be used to
solve mathematical problems, which at-
tracted considerable interest from research-
ers hoping that DNA would one day replace
silicon as the basis for a new wave of com-
puters. But the initial excitement has since
dampened down as scientists have realized
that there are numerous problems inherent
to DNA computing and that they would
have to live with their silicon-based com-
puters for quite a while yet. The field con-
sequently changed its focus, and in essence,
research into DNA computing is now
chiefly concerned with “investigating pro-
cesses in cells that can be viewed as logical
computations and then looking to use these
computations to our advantage,” as Martyn
Amos from the University of Exeter, UK,
described it.

It was Leonard Adleman, professor of
computer science and molecular biology
at the University of Southern California,

USA, who pioneered the field when he built
the first DNA based computer (L. M.
Adleman, Science 266, 1021–102; 1994).

Intrigued by the molecule’s immense capac-
ity to store information in a very small
space, he set out to solve a classic puzzle in
mathematics — the so-called Hamilton Path
problem, better known as the Travelling
Salesman problem. This seemingly simple
puzzle — a salesman must visit a number of
cities that are interconnected by a limited
series of roads without passing through any
city more than once–is actually quite a
killer, and even the most advanced super-
computers would take years to calculate the
optimal route for 50 cities. Adleman solved
the problem for seven cities within a sec-
ond, using DNA molecules in a standard
reaction tube. He represented each of the
seven cities as separate, single-stranded
DNA molecules, 20 nucleotides long, and
all possible paths between cities as DNA
molecules composed of the last ten
nucleotides of the departure city and the
first ten nucleotides of the arrival city.
Mixing the DNA strands with DNA ligase
and adenosine triphosphate (ATP) resulted
in the generation of all possible random
paths through the cities. However, the
majority of these paths were not applicable
to the situation–they were either too long or
too short, or they did not start or finish in the
right city. Adleman then filtered out all the
paths that neither started nor ended with the
correct molecule and those that did not
have the correct length and composition.
Any remaining DNA molecules represented
a solution to the problem.

The computation in Adleman’s experi-
ment chugged along at 1,014 operations per
second, a rate of 100 Teraflops or 100 tril-
lion floating point operations per second;
the world’s fastest supercomputer, Earth
Simulator, owned by the NEC Corporation
in Japan, runs at just 35.8 Teraflops. Clearly,
computing with DNA has massive advan-

Computing with DNA
Although DNA clearly outclasses any silicon-based computer when it

comes to information storage and processing speed, a DNA-based PC is

still a long way off

A mix of 1,018 strands of DNA
could operate at 10,000 times
the speed of today’s advanced
supercomputers

The power contained in these
tiny molecules caused a flurry of
excitement in the computing
world



science & society

EMBO reports   V0L 4 | NO 1 | 2003 ©2003 EUROPEAN MOLECULAR BIOLOGY ORGANIZATION

analysis

8

tages over silicon-based machines. Whereas
current technology rests on a highly linear
principle of logic, and one computation
must be completed before the next can
begin, the use of DNA means that an enor-
mous number of calculations can take place
simultaneously. This parallel power is many

times faster than that of traditional machines
— a mix of 1,018 strands of DNA could
operate at 10,000 times the speed of today’s
advanced supercomputers. The other major
advantage is the potential for information
storage. Whereas traditional storage media,
such as videotapes, require 1012 cubic

nanometres of space to store a single bit of
information, DNA molecules require just
one cubic nanometre per bit. Not surprising-
ly, the power contained in these tiny mole-
cules caused a flurry of excitement in the
computing world, and many hoped that
“DNA computing could overtake silicon-
based technology,” commented Ron Weiss,
professor of electrical engineering at
Princeton University, New Jersey, USA. 

That was eight years ago, however, and
although the potential of DNA com-
puting seemed enormous, intervening

research has shown that it is constrained by
major limitations. Representing all the pos-
sible solutions to a problem as strands of
DNA means the computation is completed
quickly, however, said ”You have to perform
an exhaustive search to find a small needle
in a large haystack”, said Amos, and it
requires an exponential resource in terms of
memory. Although DNA can store a trillion
times more information than current storage
media, the way in which the information is
processed necessitates a massive amount of
DNA if larger-scale problems are to be
solved. “It has been estimated that if you
scaled up the Hamilton Path Problem to 200
cities from Adleman’s seven, then the
weight of DNA required to represent all the
possible solutions would exceed the weight
of the earth,” said Amos. Furthermore, even
although the computation process takes
place at an awesome speed, the ‘printout’ of
the result is excruciatingly sluggish, and
involves many steps — it took Adleman a
week of lab work to extract the potential
solutions from his DNA cocktail.

There are also problems concerning the
accuracy of the process. DNA strand synthe-
sis is liable to errors, such as mismatching
pairs, and is highly dependent on the accu-
racy of the enzymes involved. Although this
did not affect Adleman’s work, he only dealt
with less than 100 possibilities; a fully oper-
ational computer would need to perform
thousands upon thousands of calculations,
which means that the chance of errors
increases exponentially. Furthermore, as
more complicated molecules are required
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Fig. 1. The principle of Leonard Adleman’s DNA computer to solve the ‘Travelling salesman’ problem.

The general consensus now is
that DNA computing will
never be able to compete
directly with silicon-based
technology
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for more complicated procedures, the size
of the molecules increases, as does their
probability of shearing, again contributing
to errors. 

Weiss is not confident about overcoming
these technical issues, a sentiment echoed
by others in the field. The general consensus

now is that, as a result of these limitations,
DNA computing will never be able to com-
pete directly with silicon-based technology.
This does not mean, however, that DNA
computing is dead in the water – far from it.
But the problems have forced a major
rethink and “the emphasis has now shifted

away from the original objective,” accord-
ing to Amos. He thinks there is still great
potential in DNA computing but for him
“the rich potential of DNA computing lies in
in vivo computing” — using the technology
on a smaller scale, inside cells. For Weiss,
the realistic aim is to “demonstrate control
at a molecular level.” 

One such demonstration of this aim
was achieved two years ago by
Ehud Shapiro’s group at the

Weizmann Institute in Israel (Y. Benenson
et al. Nature 414, 430–434; 2001), who
built a programmable and autonomous
computing machine made of biomol-
ecules. This ‘automater’ is similar to the
hypothetical Turing Machine developed by
the British mathematician Alan Turing
(1912 to 54) in 1936, a device that con-
verts information from one form into
another and operates on a finite sequence
of symbols — Shapiro’s machine used two
‘inputs’. Based on a series of transition
rules, the machine changes its internal
state according to the current state and
input until it reaches a ‘final state’ when all
inputs have been processed. Shapiro’s
automater uses restriction endonucleases
and ligase as the ‘hardware’ to alter the
state of the machine, and double-stranded
DNA as the inputs and the transition rules.
The DNA ‘software’ is continuously ligated
and cut by the enzymes, until it reaches 
a final state — a defined sticky end — to
which a ‘reporter’ DNA is ligated, thus ter-
minating the computation. Shapiro hopes
to be able to develop this very simple
concept and build progressively more
complicated models until he is able to con-
struct a fully operational molecular Turing
Machine. This would be quite an achieve-
ment as a Turing Machine is capable of per-
forming all mathematical operations and is
regarded as the basis of today’s computers.
He finds it hard to predict whether he will
be able to complete his goal but “the direc-
tion is promising,” he added.

As Shapiro said, “A lot of information is
available as biological molecules. If you
can programme them and respond to the
information then you can do a lot.” His
long-term vision is “to create molecular
computing machines that can analyse situ-
ations in cells, and then synthesize mol-
ecules to deal with them.” The potential
applications of such technology are vast.
The use of programmed cells as ‘biological
sentinels’, as Weiss dubbed them, could
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have obvious applications in fighting dis-
eases, by recognizing damaged cells or
tissue and either reporting the problem or,
even better, effecting the release of repara-
tive molecules. 

Another promising direction is the mol-
ecular self-assembly of DNA to build com-
plex molecular structures, which could have
an impact on other fields, such as nanotech-
nology. Eric Winfree, from the California
Institute of Technology, USA, has devoted
considerable amounts of time to this topic,
and has developed a method for building
molecular ‘tiles’ — minute blocks of DNA.
By programming the edges of these tiles, he
has been able to force DNA to come togeth-
er in tiny molecular patterns. He has so far
only been able to build simple structures,
however, and, he said, “we need to get to
the point where we can construct compli-
cated patterns.”

Yet, as Amos pointed out, “this is all
blue sky at the moment.” All of this
research is still in the proof-of-prin-

ciple stage, and any practical applications
are at least five to ten years away. Clearly,
DNA computing will not become a rival for
today’s silicon-based machines and “it will
not affect the way you or I live,” said Weiss.
However, the real excitement in the field
lies in bringing together biologists, chem-
ists, computer scientists and mathemati-
cians to understand and simulate funda-
mental biological processes and algorithms
taking place within cells. “We shouldn’t 
be looking for competition with traditional
machines, we should be looking outside
the box for a niche for other applications.”
said Amos. However, he added, “If I’m
honest, biocomputing has yet to establish
this niche.”

Jack Parker
DOI: 10.1038/embor719

Plant science and agriculture are facing
a conundrum. A growing human pop-
ulation, coupled with global warming

and decreasing water supplies, are putting
immense pressure on those involved to
meet these challenges without further con-
tributing to the destruction of the environ-
ment. But basic and applied research on
crop improvement, particularly the genetic
modification of plants, has come under
heavy criticism from environmental groups,
who fear that genetically modified (GM)
crops might become a threat to the environ-
ment and consumer health. These groups
have largely succeeded in rallying public
support for their cause and, in reaction to
their heavy lobbying, the European Union,
and some developing countries, now
demand strict safety tests for every GM crop.
This creates additional costs for plant breed-
ers and companies, and further postpones
the introduction of new improved lines.
Using the information and technologies
from plant research to improve the breeding
process without resorting to GM could over-
come this bottleneck.

Indeed, the challenges for agriculture in
the twenty first century are probably even
higher than the pre-green revolution days of
the 1940s. According to estimates from the
United Nations Population Fund, the world
population may well hit the 10 billion mark
by 2050, and global grain production needs
to double to feed them. The majority of
these people, in both the developed and the
developing world, will live in ever-larger
cities, which puts even more stress on agri-
culture to produce, store and distribute the
food needed for this urbanized population.
And it is not just a matter of producing
enough rice, maize or wheat. Already, mil-
lions suffer from malnutrition because their
diet relies on one or two major crops that do
not provide them with all the essential
micronutrients they need. 

Simply turning more virgin areas into
arable land is certainly not the solution.
About half of the usable global land is
already dedicated to pastoral or intensive

agriculture, and the remaining ecosystems
are rapidly disappearing as farmers move
into formerly unpopulated areas, creating
even more problems. According to the
United Nations Convention to Combat

Back to the roots
New knowledge and technologies are already improving plant

breeding. But will it be enough to provide sufficient food for the

world’s growing population?
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